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Virtual Reality (VR) headsets can open opportunities for users to accomplish complex tasks on large virtual displays using compact
and portable devices. However, interacting with such large virtual displays using existing interaction techniques might cause fatigue,
especially for precise manipulation tasks, due to the lack of physical surfaces. To deal with this issue, we explored the design of VXSlate,
an interaction technique that uses a large virtual display as an expansion of a tablet. We combined a user’s head movements as tracked
by the VR headset, and touch interaction on the tablet. Using VXSlate, a user head movements positions a virtual representation of
the tablet together with the user’s hand, on the large virtual display. This allows the user to perform fine-tuned multi-touch content
manipulations. In a user study with seventeen participants, we investigated the effects of VXSlate on users in problem-solving tasks
involving content manipulations at different levels of difficulty, such as translation, rotation, scaling, and sketching. As a baseline for
comparison, off-the-shelf touch-controller interactions were used. Overall, VXSlate allowed participants to complete the task with
completion times and accuracy that are comparable to touch-controller interactions. After an interval of use, VXSlate significantly
reduced users’ time to perform scaling tasks in content manipulations, as well as reducing perceived effort. We reflected on the
advantages and disadvantages of VXSlate in content manipulation on large virtual displays and explored further applications within
the VXSlate design space.
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1 INTRODUCTION

Large displays, either in the form of a single large screen or multiple tiled screens, have been widely employed to
support complex problem solving tasks. Typical domains where practitioners need to deal with complex information
manipulations and decision-making are emergency response [23], traffic management [24, 66], visual data exploration
[2, 41], medical imaging diagnosis [2, 41], and product design [19, 20, 70]. Users can perform interaction techniques on
large displays, such as selecting nearby objects, moving, scaling and rotating contents using bodily gestures [37, 85],
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remote pointing [58, 61], or using handheld devices [12, 14, 21] for sketching with direct touch interaction [33, 62].

However, large physical displays also constrain users to stationary and bulky setups, which are quite impractical for

home users or for travelers who need to perform such tasks while being out of their o�ce or workplace.

Recent progress in Virtual Reality (VR) provides users with the possibility to view and interact with virtual high-

resolution contents using a compact hardware setup. Inherently, this opens new opportunities to develop virtual

environments consisting of large virtual displays. These displays allow performance of complex tasks without the need

for large physical displays and with potential bene�ts for medical image diagnosis [26, 92], emergency response [8], and

collaborative design [27]. Here, we de�ne "large virtual displays" as displays being projected onto the wall of a VR room

viewed through a VR headset. These displays do not necessarily have a physical representation in the real world and

thus do not need a physical space. Using a VR headset, current VR technologies can easily allow users to view virtual

displays that are even larger than physical ones. This is combined with a much lower cost for hardware infrastructure.

Using VR, individuals in out-of-o�ce contexts can still easily work on large virtual displays without being physically

constrained to certain locations. In addition, using large virtual displays in VR can also overcome ambient illumination

and screen-re�ection issues often associated with physical displays [77, 92]. However, a major weakness of large virtual

displays is the lack of a physical surface to allow for intuitive interaction and passive haptic feedback. This might lead

to user fatigue since users have to interact using mid-air gestures without or even with controllers. Although there

have been e�orts to deal with fatigue by a�xing virtual displays to nearby physical surfaces such as walls or tables to

provide passive haptic feedback [22, 95], these room-scale approaches might lead to spatial con�icts between users and

other people collocated in the same space [88, 97], or might even be socially unacceptable in public places [71].

Mobile devices like tablets provide multi-touch interactions on a medium-sized surface and are now being used for

precise distal content manipulations on a small part of a large physical display [57]. Touch tablets can be also used to

support precise interactions, such as sketching in Mixed Reality (MR) [96] or rotating and scaling 3D objects in VR

[81]. Thanks to passive haptic feedback from tablet screens, such devices cause less user fatigue [89]. Also, interactions

on their relatively small screens provide more comfort than mid-air interactions [89]. However, this can result in

imprecise interactions on large physical displays when simply up-scaling and mapping the interactions on the tablet's

screen. To tackle this problem, head movements are tracked and coupled with the physical tablets allowing users to

manipulate contents on portions of large physical displays [57, 82] where the user is looking. With current VR systems,

facing direction angles (here: right-left and up-down) can easily be acquired by applying ray casting from the user's

�rst-person virtual camera (also referred to as head gaze [5, 11]). This gives access to a combined use of facing direction

and multi-touch interaction to potentially give users access to large virtual displays in VR using o�-the-shelf hardware.

However, it is yet unclear how this interaction technique a�ects users in complex content manipulations.

In this paper, we exploreVXSlate(V irtually eXtendableSlate), a design that considers a large virtual display as an

extended surface of a tablet. The design combines head movements, tracked by an o�-the-shelf VR system with input on

a touch tablet. This allows a user to perform various manipulations on a large virtual display ranging from translation,

rotation, and scaling of objects to sketching.VXSlate's design was built based on previous work on interacting with

large physical displays combining head movements and touch. However,VXSlateis di�erent because it combines a

user's head movement with touches on a tablet to interact with a large virtual display which is seen through the VR

headset. This combination o�ers a compact setup that allows users to interact with large virtual displays more �exibly

than with systems relying on large physical displays. We then re�ned it through an iterative process taking into account

users' interactions in VR [81, 99].VXSlatedi�ers from other systems by using the user's head movements exclusively

for positioning the virtual representation of the tablet on an area of interest in the large virtual display. This makes use
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of spatial information of touches on the tablet for content selection and manipulation, providing users the experience

of touching target contents.

In a user study, we examined the e�ects ofVXSlateon users' performance and experience in comparison with

o�-the-shelf VR touch controllers. Seventeen participants each had to perform a problem-solving task consisting of

matching jigsaw-puzzle pieces and sketching, thus involving content manipulations at di�erent levels of di�culty.

The study's results show that by usingVXSlateparticipants complete the task with completion times and accuracy

comparable to using touch controllers. Moreover,VXSlatecan signi�cantly reduce the time to perform certain �ne-tuned

content manipulations, such as scaling. After an interval of use,VXSlatereduces a user's perceived e�ort for completing

the task. Finally, we discuss potentials of exploring theVXSlatedesign space and potentials for mixed-reality (MR) uses.

2 RELATED WORK

VXSlatewas built on the basis of work ranging from interactions with large physical displays to interacting with virtual

contents in VR using physical surfaces or gaze. In this section, we will explain these interactions in more detail. Finally,

we distill our design rationale forVXSlatefrom related research.

2.1 Large physical display interaction

To reduce physical navigation in interacting with large physical displays, there are several approaches that allow users

to distantly manipulate contents. One of the earliest approaches was to support distant pointing and selection tasks on

large physical displays by applying ray-casting on laser pointers [10, 56], on users' pointing gestures or on pointing

sticks [42, 86]. For settings where a user's body casts a shadow, this could be used to facilitate manipulation over large

distances [75, 76]. Brasier et al. [17] explored an approach that redirects a user's below-waist and near-body mid-air

hand gestures to distantly interact with a large virtual display in pointing and steering tasks. Hardware development for

smartphones opened opportunities for users to select and manipulate contents on large physical displays using handheld

devices, utilizing their built-in camera [13], touch screen [54, 72], keyboards [34], and inertial motion sensors [15, 64].

Research has mapped touch interaction on tablet-size pads onto large virtual displays for manipulations. Both Malik et

al. [51] and Nancel et al. [57] explored techniques that allow mapping a user's touch interaction for absolute and relative

navigation onto large virtual displays. The system from Malik et al. [51] in particular allows multi-touch interaction for

indirectly grouping, zooming, and scaling contents on the large physical display. This system also captures and shows

images of the user's hands interacting with the pad on the large display to raise the user's awareness of what his/her

hands are doing. The orientation of the handheld devices (e.g. smartphones, tablets) can also be used to determine

the interaction area on the large display. Multi-touch gestures on these devices are used for content manipulation, for

instance selecting, dragging, dropping, scaling and rotating [50, 57].

Combinations of a facing direction and touch interactions on mobile devices have also been used for remotely

manipulating contents on large physical displays. The results of several studies [57, 78, 79, 82, 84] typically make use of

facing direction or eye gaze as a preliminary selector, roughly determining a target on the large physical display. Touch

interaction was considered as indirect and was mapped to objects being selected by facing direction or eye gaze. Also,

the user did not need to watch touch positions of his/her �ngers on the tablet.

In highly precise tasks, like tracing or sketching, the use of the facing direction or eye gaze can be problematic.

Unintentional swaying head movements can also easily lead to errors for such highly precise tasks. Similarly, using eye

gaze as input to steer a drawing process can be tedious due to e�ects of saccades. Eye gaze is highly coupled with the

movement of the �ngertip or the pen tip that is creating the drawing [30]. Thus, a user will need to align his/her �nger
3
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directly along the path of the drawing, triggering touch interactions on the large virtual display. Using this technique,

where eye gaze acts as an object selector and touch interactions are for object manipulations, the user needs to switch

between an indirect touch interactions mode in selecting, rotating, or scaling objects to a direct mode in tracing or

sketching. Nancel et al. [57] argued that such switching should be minimized to reduce cognitive workload on the user.

2.2 Physical surface interaction in VR/MR

To reduce fatigue caused by mid-air interactions in VR, physical surfaces have been used to provide the user with

passive haptics in certain tasks. More speci�cally, tablets and sketching pads were utilized to reduce user fatigue in

docking [49] and sketching tasks [96] in VR or mixed reality (MR). Researching hand-held windows for 2D interaction,

Lindeman et al. [49] showed how passive haptic feedback can support precise movements in virtual environments.

Arora et al. [4] showed that sketching in VR, using a physical surface, outperformed mid-air interactions. They

suggested the use of a mobile surface controlled by a robot arm to assist users in sketching in VR. However, this

suggested setup might be bulky and unfeasible for traveling individuals. Drey at al. [25] explored VR sketching, where

a user's input on a tablet screen is mapped onto a larger virtual display in VR. When the user needs to perform more

�ne-tuned sketching, he/she performs that directly on the virtual content using mid-air pen gestures. This might lead

to fatigue and certain social unacceptability in environments where physical navigation in the environment is not

appropriate. MRTouch [95] turned any physical surface around the user into touch displays in MR. However, this

approach might not be socially acceptable in public places. Besides sketching, physical surfaces like tables were also

e�ectively employed to assist radiologists in interacting with medical images in VR [77, 93]. Also addressing the medical

domain, Sundén et al. [80] explored interactive multi-touch tables for navigating scienti�c data sets.

Surale et al. [81] used a tablet's orientation to select 3D objects in VR and utilized touch interactions on the tablet to

scale and rotate 3D content. The user can also draw text on the tablet and then scale, rotate, and position the text in the

3D space. BISHARE [99] allowed users to select, position, and rotate 3D objects in MR using a phone's orientation. In

addition, users could perform �ne-tuned manipulations, such as scaling or changing colors, on the object using touch

interactions on the phone. However, these approaches might not be suitable for highly precise tasks, for example when

tracing or sketching directly onto a large virtual space. Also when switching between selection and manipulation tasks,

the user needs to change the way he/she holds the tablet, which can be disruptive to his/her work�ow.

Further studies on physical surface interaction with VR/MR include Feuchtner's and Müller's [28] mid-air hand

gesture technique, showing ways to reduce physical stress. Dollhouse [40] combined VR and tabletops for team members

with complementary roles, where the VR users had frontal touch input on their headset. FaceDisplay even proposed

a VR headset with both touch input and mobile displays for surrounding non-VR users [31]. Slicing-Volume [55] (a

tablet-based 3D selection technique for dense VR environments) and SymbiosisSketch [3] (combining mid-air 3D

drawing with stroking on a 2D tablet), are also of relevance to our research.

2.3 Eye gaze and head movement interaction in VR/MR

Since the early days of VR/MR technologies, facing direction has been intensively researched to aid users' interaction

with virtual contents. Ohshima et al. [60] instrumented a user's eye gaze to strategically render in-focus contents in VR,

mimicking humans' central-peripheral vision. Based on theories of human attention [29, 73, 83], gaze has been widely

used for target selection in VR/MR [46, 69, 98]. In low-cost mobile VR, target-selection techniques are often based on

facing direction. Qian et al. [67] showed that even target selection in VR using facing direction is more accurate than
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techniques based on eye gaze. Pfeu�er et al. [63] extended this interaction technique by allowing users to use mid-air

hand gestures to select and manipulate virtual objects.

2.4 Design rationale for VXSlate

From the above literature review, we derive the following design rationale, presented in three aspects:First, since eye

gaze is an error-prone input technique for tasks where setting the area of interest is combined with precise input,

we propose to use facing direction instead of eye gaze.Second, to our knowledge, there is so far no work combining

facing direction and touch where the large virtual display is considered as an extended space of a handheld device.

Previous studies on facing direction-touch interaction for remotely manipulating contents on large virtual displays

mainly focused on docking tasks (including selecting, positioning, scaling and rotating), and less on highly precise

ones like tracing or sketching. InVXSlatetouch input at the physical tablet is visually mapped onto the virtual tablet,

allowing the user to re�ne selection, performing object manipulations like scaling, rotating or moving a short distance,

or they can be combined with head movements to quickly move a selected object across a long distance and the large

virtual screen.VXSlatecomplements this research direction by introducing a technique in which head movement

determines absolute navigation and touch interaction aims to provide a less fatiguing way for relative manipulations

on the in-focus area.Third, VXSlateaims to remove the mode switching issue of touch interactions.

VXSlateextends previous studies by providing an approach to interact with large virtual displays in VR (and also

applicable to MR) through touch interaction on a small-sized surface like a tablet, combined with head movements

designed to reduce user fatigue while maintaining a compact setup. For various tasks with varying levels of precision,

our work includes a comparative experiment between a)VXSlateand b) mid-air interactions using touch controllers.

3 DESIGN OF VXSLATE

VXSlatewas designed to support a wide range of content manipulation tasks, from selection, moving, scaling, and

rotating objects to �ne-tuned interaction, such as sketching or tracing. These are tasks that users can perform on a large

physical display. Thus, we argue that to foster the use of large virtual displays in VR, it is necessary to support users to

perform all manipulations. In addition,VXSlatesupports passive haptic feedback.VXSlateis designed as a portable setup

where the user is spatially unconstrained. To achieve this design,VXSlateuses the touch interaction on a tablet. A tablet

is portable, yet o�ers rich multi-touch interactions; the user can perform a wide range of object manipulations, such as

selecting, scaling, and rotating. Touch interactions on the tablet screen also allow the user to perform highly precise

tasks, like sketching or positioning. Since the tablet screen is much smaller than the large virtual display, only a simple

absolute mapping of touches on the tablet to the large virtual display would be imprecise. Inspired by previous work on

large physical display interaction [32, 38], we chose to combine touch input on the tablet with head movements.

In our approach, head movements are used to set a particular area of interest on the large virtual display. Touch

interactions on the tablet are mapped onto that area to manipulate contents. More speci�cally, interactions using

VXSlateinclude two phases: head movements determine the area of interest on the large virtual display, while touches

on the tablet are mapped onto the area of interest and directly control contents on the large virtual display. Figure 1

illustrates the concept ofVXSlate.

3.1 Head movement defining the area of interest

The user's area of interest on the large virtual display, denoted as thevirtual tablet, is represented as a rectangular

area congruent to the tablet. Unintentional head movements might cause frustration due to an unstablevirtual tablet's
5
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Fig. 1. VXSlate concept: The user wears an HMD, seeing a large virtual display in a virtual room. The user's hand interactions on and
above the tablet are captured by a camera mounted above. They are then visually mirrored on thevirtual tablet(the red rectangle)
shown on the large virtual display (in the prototype implementation, this is shown as a yellow rectangle for be�er contrast in the
virtual environment). Thevirtual tabletis placed by user head movements.

position, especially in highly precise manipulation tasks, like accurate tracing and positioning. Thus, we needed to

reduce movements of thevirtual tabletcaused by unintentional swaying. After several pilot tests, we chose an approach

detecting head movements that are likely to be intentional ones. In this approach, we consider angular velocities of head

movements in the latest 10 frames. If the average magnitude of angular velocity is greater than around 75 degrees per

second and the average change in angular velocity between two consecutive frames is greater than around 0.5 degrees

per second (at a 60fps framerate in our prototype), head movements are considered to be intentional. The threshold

values were derived through our pilot testing. In our preliminary testing, we found this approach was su�ciently robust

to stabilize thevirtual tabletwhile the user performed precise manipulation. These values were then used for the user

study. When intentional head movements are detected, thevirtual tablet transitions to a new position.

While working with large virtual displays, the user might have various preferences between the precision and the

responsiveness of the system. For instance, when moving an object using touch interactions, the user typically desires
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Fig. 2. VXSlate touch interaction. (a) �ickly moving an object as well as thevirtual tabletacross the large display by holding a finger
touching the object and orienting facing direction towards the target area. (b) Resizingvirtual tabletby moving two fingers of one
hand while holding the tablet with the other thumb on the screen. (c) Selecting and moving/positioning an object using a finger
touching it. (d) Scaling an object using a two-finger pinch gesture. (d) Rotating an object by a two-finger gesture.

to drag it quickly to the target area. whereas when tracing a line, the user aims for precise touches. To support this,

VXSlateallows the user to resize thevirtual tabletproportionally to adapt to their task: larger for faster interactions on

a large area, and smaller for tasks focusing on high precision. The user can resize thevirtual tabletusing the following

bi-manual touch gesture: holding the thumb (of the hand holding the tablet) on the screen and moving two �ngers of

the other hand closer together or further from the thumb to scale thevirtual tabletup or down respectively (see Figure

2b). This gesture mimics the common two-�nger pinching gesture for object-scaling on mobile devices; thus, it should

be easy to use.

3.2 Touch interaction for direct content manipulation

Di�erent from previous work, VXSlatetakes into account touch positions on the tablet to make use of direct-touch

interactions for manipulations of distal contents on large virtual displays. Users' touches on the tablet screen are

congruently mapped onto thevirtual tablet. The touches will directly a�ect the content on the large virtual display. The

user thus can easily apply his/her interactions on commodity mobile devices to work with the large virtual display

VXSlate. More speci�cally, to select an object, the user just needs a single touch on it via the tablet (see Figure 2c).

Likewise, to scale or rotate an object, the user can perform two-�nger pinching or two-�nger rotating gestures on the

tablet screen (see Figure 2d, 2e). Similarly to sketch or trace, the user can touch on the position on the large display to

create the drawing via the tablet and directly perform the task there. We argue that this approach should resolve the

issue of switching between direct and indirect touch in gaze-touch interaction raised by Nancel et al. [57].

To move an object, the user can directly select and drag it within thevirtual tablet via touch interactions on the

tablet (see Figure 2b).VXSlateprovides hybrid interaction combining touch and head movements allowing users to

quickly move an object across the large display. To do that, the user selects an object with a one-�nger touch on the

tablet. The selected object then moves together with thevirtual tablet to a new area, where the user can re�ne the

positioning. The selected object always maintains its relative position to thevirtual tabletand to the touch �nger (see

Figure 2a). This hybrid approach allows for quick head movements while maintaining direct touch.

As touch positions are important in the direct touch interaction ofVXSlate, it is necessary to visualize them su�ciently

on thevirtual tablet. In our prototype, a touch on the tablet screen is represented as a red circle at its corresponding

position on thevirtual tablet (see Figure 2). While wearing a VR headset, the user cannot see his/her hands on the tablet.

Therefore, it is necessary to represent user hands within VR so the user can locate them on the virtual tablet display
7
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before touching it. While the hands interact with the tablet, the user's visual attention is focused on the large virtual

display. The hand movements are highly dynamic as they switch between various gestures. Their representation on the

virtual tabletmirrors these gestures.

In a pilot study during the design process, we found that using short-range hand-capture devices like Leap Motion

mounted on top of the tablet could not provide reliable tracking. Furthermore, glove-based solutions for �nger-tracking

are not easily available. We thus employed a simple approach similar to the work of Malik et al. [51] and Le et al. [48]

for capturing the user's hand interactions on and above the tablet screen. A conventional camera is mounted above the

tablet to capture its screen. The captured images are processed to remove the background, retaining hands only. This

will be visually mirrored on thevirtual tablet (see Figure 1). It should be noted that this setup serves the sole purpose

of capturing the images of the user's hand interactions on and above the tablet's screen and presenting them on the

virtual tablet. The user's touch interactions on the tablet are still captured by the touch capability of the tablet's screen,

using supporting APIs. Since such images do not convey depth information, when a �nger touches the tablet screen, its

location is highlighted by a red circle on thevirtual tablet.

In pilot testing, we found that while detection of intentional head movements worked well in most cases, there were

still cases of unintentional movements ofvirtual tablet. We found that while these movements were almost unnoticeable

to the users during positioning tasks, they led to reported frustration during scaling, rotating, and tracing. When a

user starts manipulating objects using touch interactions, their focus will be on the touches rather than on their head

movements. To avoid faulty interactions, potentially caused by unintentional head movements, thevirtual tablet's

position will be locked during touch interactions. Thevirtual tablet's position will be unlocked to follow the user's

head movementswhen there are no touches on the tablet or when the existing touches stand still.

3.3 Implementation

VXSlatewas implemented using Unity on a Windows computer combined with an Android application running on a

tablet. During the prototyping process and evaluation, we used an Asus Nexus 9 tablet equipped with a 8.9-inch screen,

1536� 2048 resolution and running Android 8. The tablet was used in the portrait mode as this caused less fatigue than

the landscape mode when the user needed to hold it with one hand. Users' touch interactions are detected by the tablet

screen and images of hand gestures are captured by a camera connected to the tablet. The tablet and the Windows

computer communicate with each other via a local wireless network. The main screen of the Android application is blue

(RGB = 0,0,255) to make it easily distinguishable from skin colors for background segmentation. When a user's �ngers

touch the tablet's screen, each touch point will be highlighted by a cyan color (RGB = 0,255,255) to inform the user

that his/her touches on the screen can be captured by the application. The Android application captures information

from the user's touches on the tablet screen via touch events supported by Android APIs and sends it to the Unity

application in the form of byte-array data. We 3D-printed a plastic arm to mount a LogiTech C615 webcam 30 cm above

the tablet screen. As this is a proof-of-concept, we connected the webcam directly to the Windows computer in order to

reduce the latency of image streaming to the Unity application. Images captured by the webcam are processed using a

simple color-based background segmentation to keep only the skin-color elements (Y� 10, 132� Cb � 172, 77� Cr �

127) [68]. They are then sent as a MJPEG stream to the Unity application. Even though we used an external camera in

this prototype, the development in wireless transmission should allow for more portable and light-weight solutions. An

early advance in this direction can be found in MirrorTablet [48], which added a built-in front-facing camera hinged

onto the tablet. Following MirrorTablet, images of the user's hand are visually mirrored onto thevirtual tabletwith

an opacity of 70%. This is su�cient for the user to see both his/her hands and the large display's contents [35]. The
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